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The Neglected Tails in Vision-Language Models

Motivation

Challenges 

1. Vision-language models (VLMs) excel in zero-shot recognition but their performance 
varies across visual concepts. For example, CLIP achieves 60-80% accuracy on 
ImageNet but drops to <10% for concepts like night snake, presumably due to 
limited presence in VLM's pretraining data.

2. We discover rare concepts in the VLM's pretraining data that downstream 
applications, such as multimodal chatbots (e.g., GPT-4Vision) and text-to-image 
models (e.g., Stable Diffusion), fail to recognize or generate.

Measuring Concept Frequency in Pretraining Data
Approach 

1. Use an LLM to enumerate all synonyms for a given visual concept.
2. Retrieve all pretraining captions that contain any of these synonyms.
3. Filter out irrelevant captions with an LLM like LLaMA-2.
4. Count the number of relevant captions as concept frequency.

Visual concepts in VLM pretraining data (LAION-400M and LAION-2B) exhibit a 
long-tailed distribution, strongly correlating with the biased zero-shot accuracy.

How to Address the Biases?
Motivation: 

To mitigate the biased zero-shot classification performance of VLMs, we propose 
REtrieval Augmented Learning. REAL consists of two novel solutions, a prompt-based 
approach and a retrieval augmented strategy.

REAL-prompt prompts with the most 
frequent synonyms found in the 
pretraining captions.

REAL-linear retrieves relevant pretraining 
images in the VLM's pretraining dataset, and 
learns a linear classifier on such data.

State-of-the-art zero-shot recognition performance 

Improving Text to Image Generation

The Long-Tail and Biased Performance Results

Exceptional efficiency 

REAL-Linear is significantly more 
efficient than REACT [3], the 
previous state-of-the-art method 
of zero-shot recognition (which is 
based on retrieval augmented 
learning.

We show that prompting SD-XL and DALLE-3 with the most frequent synonym found by 
REAL-Prompt leads to more accurate generations.
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Failures of VLM-based applications on rare concepts 
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