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Few-Shot Recognition via Stage-Wise Retrieval-Augmented Finetuning

Problem Formulation in the Open World

Few-Shot Recognition (FSR) aims to solve a recognition task by training over only a 
few labeled task-specific examples per concept concerned by the task. 
● Recent FSR methods commonly adopt parameter-efficient finetuning (PEFT) with a 

Vision-Language Model (VLM), which learns a small number of parameters.
● Instead, taking the perspective of data annotation   that prioritizes accuracy, we 

solve FSR by exploring more methods to adapt a VLM. 

Performance Overview

Insights and Methods

Demonstrations of Retrieved Data

Results

Domain gaps and imbalanced distributions exhibited by the retrieved data

Addressing the above issues by SWAT (Stage-Wise retrieval-Augmented fineTuning)
● Decouple representation learning and classifier learning to mitigate imbalanced training  . 
● Retraining the classifier practices transfer learning to mitigate domain gaps.

“String-matching” based retrieval improves efficiency and diversity.

● Our simple few-shot finetuning surpasses 
SOTA FSR by 3 in accuracy, without 
overfitting issue.

● Our SWAT outperforms SOTA FSR by 6 in 
accuracy, with only small overhead.

● We exploit the extraordinary zero-shot 
transfer capability of an open-world 
pretrained foundational VLM.

● We retrieve open data (esp. the VLM’s 
publicly-available pretraining dataset   ) 
to augment the limited number of 
labeled task-specific data.

Open-World Pretraining and Open-Data Retrieval

prompt learning adapter learning linear probe full finetuning

OursExisting FSR methods focus on PEFT

● Finetuning on a large amount of retrieved 
data barely surpass SOTA zero-shot 
methods due to domain gaps and 
imbalance distributions.

● Simply finetuning a VLM on few-shot 
examples alone outperforms existing FSR 
methods by 3 in accuracy.

● Our method SWAT outperforms SOTA 
FSR by >6 in accuracy.
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